SPRAWOZDANIE 11
Modelowanie Systemow Dynamicznych
Temat ¢wiczenia: Uktady z op6Znieniem
Michat Midor, gr. 5, 7.01.2026 r. - Sroda 13.15
Cel ¢wiczenia:

Celem ¢wiczenia jest reczne skonstruowanie ukladéw z opéznieniem, by poznac jak dziatajg one "pod
maska". Wykorzystana zostanie rowniez wiedza z poprzednich zaje¢ dotyczaca uzywania funkcji fminsearch
do optymalizacji parametrow obiektu tak, by btad byt minimalny.

Rozwigzanie zadan:

Cwiczenie rozpoczyna sie od aproksymacji uktadu z op6znieniem theta za pomoca metody Pade'go 1-go oraz
2-go rzedu.

Punktem odniesienia jest "G_base" (transmitancja idealna), ktéra za pomoca wtasciwosci * InputDelay”
ustawione ma idealne opéznienie "theta” .

Aproksymowane obiekty stworzone sg dzieki mnozeniu transmitancji bazowej (bez op6znienia) przez
aproksymacje Pade'go, najpierw pierszego, a nastepnie drugiego rzedu (w kodzie to obiekty "P1" oraz "P2").

clear;

K=1;

T=1;

theta = 2;

t_sim = 0:0.01:5; % czas symulacji 5s

G = tf([K1, [T, 1D:;

G_base = G;

G_base. InputDelay = theta;

[y _ideal, tl] = step(G_base, t _sim);

P1 = tf([-(theta)/2, 1], [(theta)/2, 1]);
G _delayl = G * P1;
[y_pl, t2] = step(G_delayl, t _sim);

P2 = tf([(theta.”2)/12, -(theta)/2, 1], [(theta.”2)/12, (theta)/2, 1]);
G _delay2 = G * P2;
[y _p2, t3] = step(G_delay2, t sim);

plot(tl, y ideal, t2, y pl, t3, y p2);
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Na wykresie widac¢, ze odpowiedz skokowa aproksymowanego pierwszym rzedem obiektu (kolor
pomaranczowy) ma tylko jednag zmiane kierunku i jedno przeciecie sie z zerem. Dodatkowo, w obszarze
aproksymowanego opd6znienia, jego jej amplituda jest dwukrotnie wieksza od amplitudy odpowiedzi skokowej
obiektu aproksymowanego réwnaniem drugiego rzedu.

Drugim etapem zadania jest aproksymacja uktadu wysokiego rzedu z transmitancja:
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za pomocg uktadu niskiego rzedu z opbéznieniem z transmitancja:

Na poczatek przyjete zostaty parametry recznie dobrane parametry, dla ktérych odchytka od uktadu wysokiego
rzedu byta jak najmniejsza.

Uzywajgc funkcji "pade” oraz podajac rzad przylizenia, otrzymuje sie licznik i mianownik transmitancji uktadu
niskiego rzedu, ktérego uzywamy do aproksymaciji.

n=>5;
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[licz, mian] = pade(theta, n)



licz =

-1.0000 15.0000 -105.0000 420.0000 -945.0000 945.0000
mian =

1.0000 15.0000 105.0000 420.0000 945.0000 945.0000

Majac te dane, mozna stworzy¢ model w simulinku, ktory graficznie pokaze proces uzyskiwania obydwu
odpowiedzi skokowych, a takze wylicza btad.
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Jak widag, btad ten jest dosy¢ duzy, natomiast wykresy odpowiedzi skokowych przedstawione sg ponizej. Kolor
z6ity - obiekt wysokiego rzedu, kolor niebieski - obiekt, ktérego parametréw szukamy.

Nastepnie, w celu numerycznego wyznaczenia najbardziej optymalnych parametrow, dla ktorych uzyskany
bfad jest faktycznie znikomy, uzyta jest funkcja "fminsearch® poznana na poprzednich zajeciach.
Optymalizowana bedzie funkcja btedu, ktorej kod wyglada nastepujaco:



function result error = blad wynik(X)

a = X(1);
b = X(2);
theta = X(3);

t sim = 0:0.01:5;

obiekt_10 = zpk([]. -5 * ones(1,10), 5"10);
[y reference, ~] = step(obiekt 10, t sim);

n=>5;

[licz, mian] = pade(theta, n);

delay tf = tf(licz, mian);

obiekt optymalizowany = tf([1], [a b 1]};

obiekt wynikowy = delay tf * obiekt optymalizowany;
[y optymalny, ~] = step(obiekt wynikowy, t sim);

e = y reference-y optymalny;

result error = sum(e.”2)/length(e);

end

Na wejscie zatem jest podany wetkor parametrow a, b, theta.
X = [a, b, theta];

[parametry, blad] = fminsearch("blad wynik®, X)

parametry =

0.3826 1.0318 0.9641
blad =
1.2689e-04

a parametry(1);
b parametry(2);
theta = parametry(3);

Bfad otrzymany tg metoda jest zdecydowanie mniejszy i wynosi 1.2689e-04. Z wyznaczonymi najbardziej
optymalnymi parametrami mozna ostatecznie stworzy¢ obiekt wynikowy niskiego rzedu, a jego odpowiedz
skokowa w poréwnaniu do odpowiedzi skokowej obiektu wysokiego rzedu jest przedstawiona na ponizszym
wykresie (kolor pomaranczowy).

[licz, mian] = pade(theta, n);

delay tf = tf(licz, mian);

obiekt_optymalizowany = tf([1], [a b 1]);
obiekt_wynikowy = delay_tf * obiekt_optymalizowany;
[y_wynik, ~] = step(obiekt wynikowy, t _sim);

obiekt_10 = zpk([], -5 * ones(1,10), 5710);
[y_reference, ~] = step(obiekt 10, t_sim);

plot(t_sim, y reference, t_sim, y wynik);
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